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Abstract

Hapori Stone Soup1 is a portfolio planner which participated
in the optimal and satisficing tracks of the International Plan-
ning Competition (IPC) 2023. It uses the Stone Soup algo-
rithm (Helmert, Röger, and Karpas 2011) to compute a se-
quential static portfolio over IPC 2018 planners in an offline
preprocessing phase.

Building the Portfolios
The Stone Soup algorithm requires the following informa-
tion as input:

• A set of planning algorithms A. We use a different set of
Fast Downward configurations depending on the track,
which we describe below.

• A set of training instances I, for which portfolio per-
formance is optimized. We use a set of 7330 instances,
described below.

• Complete evaluation results that include, for each algo-
rithm A ∈ A and training instance I ∈ I,

– the runtime t(A, I) of the given algorithm on the given
training instance on our evaluation machines, in sec-
onds (we did not consider anytime planners), and

– the plan cost c(A, I) of the plan that was found.

We use time and memory limits of 10 minutes and 8 GiB
to generate this data. If algorithm A fails to solve instance
I within these bounds, we set t(A, I) = c(A, I) = ∞.

The procedure computes a portfolio as a mapping P :
A → N0 which assigns a time limit (possibly 0 if the al-
gorithm is not used) to each component algorithm. It is a
simple hill-climbing search in the space of portfolios, shown
in Figure 1.

In addition to the algorithms and the evaluation results,
the algorithm takes two parameters, granularity and timeout,
both measured in seconds. The timeout is an upper bound on
the total time for the generated portfolio, which is the sum of
all component time limits. The granularity specifies the step
size with which we add time slices to the current portfolio.

1Hapori is the Maori word for community.

build-portfolio(algorithms, results, granularity, timeout):
portfolio := {A 7→ 0 | A ∈ algorithms}
repeat ⌊timeout/granularity⌋ times:

candidates := successors(portfolio, granularity)
portfolio := argmaxC∈candidates score(C, results)

portfolio := reduce(portfolio, results)
return portfolio

Figure 1: Stone Soup algorithm for building a portfolio.

The search starts from a portfolio that assigns a time limit
of 0 seconds to all algorithms. In each hill-climbing step,
it generates all possible successors of the current portfolio.
There is one successor per algorithm A, where the only dif-
ference between the current portfolio and the successor is
that the time limit of A is increased by the given granularity.

We evaluate the quality of a portfolio P by computing
its portfolio score s(P ). The portfolio score is the sum of
instance scores s(P, I) over all instances I ∈ I. The func-
tion s(P, I) is similar to the scoring function used for the
International Planning Competitions since 2008. The only
difference is that we use the best solution quality among our
algorithms as reference quality (instead of taking solutions
from other planners into account): if no algorithm in a port-
folio P solves an instance I within its allotted runtime, we
set s(P, I) = 0. Otherwise, s(P, I) = c∗I/c

P
I , where c∗I is

the lowest solution cost for I of any input algorithm A ∈ A
and cPI denotes the best solution cost among all algorithms
A ∈ A that solve the instance within their allotted runtime
P (A).

In each hill-climbing step the search chooses the succes-
sor with the highest portfolio score. Ties are broken in favor
of successors that increase the timeout of the component al-
gorithm that occurs earliest in some arbitrary total order.

The hill-climbing phase ends when all successors would
exceed the given time bound. A post-processing step reduces
the time assigned to each algorithm by the portfolio. It con-
siders the algorithms in the same arbitrary order used for
breaking ties in the hill-climbing phase and sets their time
limit to the lowest value that would still lead to the same
portfolio score.



Components and Training Data
Planners. As the pool of planners for our portfolios to
choose from, we used all planners from the IPC 2018. If an
IPC 2018 planner was already a portfolio, we used its com-
ponent planners instead. We only considered each planner
once (some portfolios included planners that were also sub-
mitted separately and several portfolios included the same
planners).

For the optimal track, we had to exclude maplan-1,
maplan-2, and MSP because they use CPLEX, and Com-
plementary1 because it generates suboptimal solutions. Fur-
thermore, the FDMS planners and Metis1 were covered by
Delfi already. This results in the following list of planners
(or their components):

• Complementary2 (Franco, Lelis, and Barley 2018)
• components of DecStar (Gnad, Shleyfman, and Hoff-

mann 2018)
• components of Delfi (Delfi1 and Delfi2 have the same

components; Katz et al., 2018b)
• Metis2 (Sievers and Katz 2018)
• Planning-PDBs (Moraru et al. 2018)
• Scorpion (Seipp 2018b)
• SymBA*1 (IPC 2014; Torralba et al., 2014)
• Symple-1 and Symple-2 (Speck, Geißer, and Mattmüller

2018)

All planners participating in the satisficing track also par-
ticipated in the agile track (except for Fast Downward Stone
Soup 2018), with an identical code base but possibly with
different configurations. We thus only have one set of plan-
ners but multiple configurations for these two tracks. We
had to exclude alien because we could not get it to run,
and freelunch-doubly-relaxed, fs-blind and fs-sim because
they have a large number of dependencies which results in
planner images too large to be included in our pool. Further-
more, IBaCoP-2018 and IBaCoP2-2018 use a large number
of planners or portfolios of which newer and stronger ver-
sions participated in IPC 2018 as standalone planners, or
which we failed to get to run, so we only cover the com-
ponent planners Jasper, Madagascar, Mercury, and Probe.
This results in the following list of planners (or their com-
ponents):

• Cerberus and Cerberus-gl (Katz 2018)
• components of DecStar (Gnad, Shleyfman, and Hoff-

mann 2018)
• components of Fast Downward Remix (Seipp 2018a)
• components of Fast Downward Stone Soup 2018 (Seipp

and Röger 2018)
• Jasper (IPC 2014; Xie, Müller, and Holte, 2014)
• LAPKT-DUAL-BFWS, LAPKT-POLYNOMIAL-

BFWS, LAPKT-DFS+, and LAPKT-BFWS-Preference
(Francès et al. 2018)

• Madagascar (IPC 2014; Rintanen, 2014)
• Mercury2014 (Katz and Hoffmann 2014)
• MERWIN (Katz et al. 2018a)

• OLCFF (Fickert and Hoffmann 2018)
• Probe (IPC 2014; Lipovetzky et al., 2014)
• Grey Planning configuration of Saarplan (Fickert et al.,

2018; rest covered by DecStar)
• Symple-1 and Symple-2 (Speck, Geißer, and Mattmüller

2018)

Benchmarks and Runtime. For training the portfolios,
we used all tasks and domains from previous IPCs, from
Delfi (Katz et al. 2018b), and from the 21.11 Autoscale col-
lection Torralba, Seipp, and Sievers (2021), leading to a set
of 92 domains with 7330 tasks. We used Downward Lab
(Seipp et al. 2017) to run all planners on all benchmarks on
AMD EPYC 7742 2.25GHz processors, imposing a mem-
ory limit of 8 GiB and a time limit of 30 minutes for optimal
planners and 5 minutes for satisficing and agile planners. For
each run, we stored its outcome (plan found, out of memory,
out of time, task not supported by planner, error), the exe-
cution time, the maximum resident memory, and if the run
found a plan, the plan length and plan cost. This data set is
online available.2 As training data for our optimal (respec-
tively satisficing/agile) portfolios, we selected from each do-
main the 30 tasks which are solved by the fewest optimal (or
satisficing/agile) planners, which results in 1926 (optimal)
and 2377 (satisficing/agile) remaining tasks.

Executing Sequential Portfolios
In the previous sections, we assumed that a portfolio simply
assigns a runtime to each algorithm, leaving their sequen-
tial order unspecified. With the simplifying assumption that
all planners use the full assigned time and do not communi-
cate with each other, the order is indeed irrelevant. In reality
the situation is more complex since we do not know upfront
how long a selected planner will really run. Therefore, we
treat per-algorithm time limits defined by the portfolio as
relative, rather than absolute values: whenever we start an
algorithm, we compute the total allotted time of this and all
following algorithms and scale it to the actually remaining
computation time. We then assign the respective scaled time
to the run. As a result, the last algorithm is allowed to use all
of the remaining time.

In the satisficing setting we would like to use the cost of
a plan found by one algorithm to prune the search of subse-
quent planner runs (in the agile setting we stop after finding
the first valid plan). However, since we use the planners as
black boxes, this is impossible in our setting.

We use the driver component of Fast Downward (Helmert
2006) which implements the above described mechanic for
running portfolios.
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